Chapter 7

Multiple Discrete Random

Variables

Thus far, our treatment of probability has been focused on single random vari-
ables. It is often convenient or required to model stochastic phenomena using
multiple random variables. In this section, we extend some of the concepts
developed for single random variables to multiple random variables. We center
our exposition of random vectors around the simplest case, pairs of random

variables.

7.1 Joint Probability Mass Functions

Consider two discrete random variables X and Y associated with a single
experiment. The random pair (X,Y") is characterized by the joint probability
mass function of X and Y, which we denote by pxy(-,-). If x is a possible
value of X and y is a possible value of Y, then the probability mass function

of (z,y) is denoted by

pxy(e,y) = Pr({X = 2} n{Y = y})
=Pr(X =2,Y =y).

Note the similarity between the definition of the joint PMF and (G5.1]).
Suppose that S is a subset of X (Q) x Y (£2). We can express the probability
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Sample Space R 4

Figure 7.1: The random pair (X,Y) maps every outcome contained in the

sample space to a vector in R2.

of S as

Pr(S) =Pr({w € Q|(X(w),Y(w)) € S})

Z pxy (T, y).

(z,y)eS

In particular, we have

Z Z pxy(z,y) =1.

2€X(Q) yeY (Q)

To further distinguish between the joint PMF of (X,Y") and the individual
PMFs px(-) and py(+), we occasionally refer to the latter as marginal proba-
bility mass functions. We can compute the marginal PMF's of X and Y from

the joint PMF px y(-,-) using the formulas

px(z) = Z pxy (2, y),

YEY (Q)

p(y)= > pxy(z.y)

zeX ()

On the other hand, knowledge of the marginal distributions px(-) and py(-) is
not enough to obtain a complete description of the joint PMF px y(-,-). This
fact is illustrated in Examples 57 &
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Example 57. An urn contains three balls numbered one, two and three. A
random experiment consists of drawing two balls from the urn, without replace-
ment. The number appearing on the first ball is a random variable, which we
denote by X. Similarly, we refer to the number inscribed on the second ball as
Y. The joint PMF of X andY 1is specified in table form below,

pxy(z,y) | 1 2 3
1 0 |1/6]1/6
2 16| 0 |1/6
3 1/6 | 1/6] 0

We can compute the marginal PMF of X as

prymy:

yeY (2

@lH
C53|'—‘
w

where x € {1,2,3}. Likewise, the marginal PMF of Y is given by

1/3, ifye{1,2,3}
py(y) = {

0, otherwise.

Example 58. Again, suppose that an urn contains three balls numbered one,
two and three. This time the random experiment consists of drawing two balls
from the urn with replacement. We use X and Y to denote the numbers

appearing on the first and second balls, respectively. The joint PMF of X and

Y becomes
pxy(z,y) | 1 2 3
1 1/911/9|1/9
2 1/911/9|1/9
3 1/911/9|1/9

The marginal distributions of X and'Y are the same as in Example [57; how-
ever, the joint PMFs differ.
7.2 Functions and Expectations

Let X and Y be two random variables with joint PMF px y(-,-). Consider a
third random variable defined by V' = ¢(X,Y’), where g(-,-) is a real-valued
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function. We can obtain the PMF of V' by computing

pv(v) = Z pxy (2, y)- (7.1)
{@y)lg(zy)=v}

This equation is the analog of (5.3)) for pairs of random variables.

Sample Space
p

~ o X R 1% R

Figure 7.2: A real-valued function of two random variables, X and Y, is also
a random variable. Above, V = ¢g(X,Y’) maps elements of the sample space

to real numbers.

Example 59. Two dice, a blue die and a red one, are rolled simultaneously.
The random variable X represents the number of dots that appears on the top
face of the blue die, whereas Y denotes the number of dots on the red die.
We can form a random variable U that describes the sum of these two dice,
U=X+Y.

The lowest possible value for U is two, and its mazimum value is twelve.
The PMF of U, as calculated using (1), appears in table form below

kK |212]311[410(509| 6,8 | 7
pu(k) | 1/36 | 1/18 | 1/12 | 1/9 | 5/36 | 1/6

The definition of the expectation operator can be extended to multiple

random variables. In particular, the expected value of g(X,Y") is obtained by

Z Z (z,y)pxy(x,y). (7.2)

zeX(Q) yeY ()

computing
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Example 60. An urn contains three balls numbered one, two and three. Two
balls are selected from the urn at random, without replacement. We employ X
and Y to represent the numbers on the first and second balls, respectively. We
wish to compute the expected value of the function X +Y .

Using ([T.2)), we compute the expectation of g(X,Y) =X +Y as

E[lg(X,Y)] = E[X + Y]

= > > (@+ypxy(zy)

2EX(Q) yeY (Q)

= > apx(@)+ > upv(y) =4

TEX(Q) yeY (Q)

The expected value of X +Y s four.

7.3 Conditional Random Variables

Many events of practical interest are dependent. That is, knowledge about
event A may provide partial information about the realization of event B. This
inter-dependence is captured by the concept of conditioning, which was first
discussed in Chapter [l In this section, we extend the concept of conditioning
to multiple random variables. We study the probability of events concerning
random variable Y given that some information about random variable X is
available.

Let X and Y be two random variables associated with a same experiment.
The conditional probability mass function of Y given X = x, which we write

py|x (), is defined by

py|x(y|z) =Pr(Y = y|X = z)
_ Py =g} n{x =a})
Pr(X =x)
o PX,Y(%CU)
a px(z)

Y

provided that px(z) # 0. Note that conditioning on X = z is not possible
when px(x) vanishes, as it has no relevant meaning. This is similar to con-
ditional probabilities being only defined for conditional events with non-zero

probabilities.
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Let x be fixed with px(z) > 0. The conditional PMF introduced above is

a valid PMF since it is nonnegative and

Z pyix(ylz) = Z pXY ~ y

yeY (Q) er pX :c
Z pXY x, y = 1.
PX er )

The probability that Y belongs to S, given X = z, is obtained by summing

the conditional probability py|x(:|-) over all outcomes included in S,

Pr(Y € S|X =2) = pyix(ylo).

yes

Example 61 (Hypergeometric Random Variable). A wireless communication
channel is employed to transmit a data packet that contains a total of m bits.
The first n bits of this message are dedicated to the packet header, which stores
very sensitive information. The wireless connection is unreliable; every trans-
matted bit is received properly with probability 1 — p and erased with probability
p, independently of other bits. We wish to derive the conditional probability
distribution of the number of erasures located in the header, given that the total
number of corrupted bits in the packet is equal to c.

Let H represent the number of erasures in the header, and denote the num-
ber of corrupted bits in the entire message by C'. The conditional probability
mass function of H given C' = c is equal to

puc(h,c)
pujc(hle) = ool

B (Z)(l —p)"”

AL
@

where h = 0,1,...min{c,n}. Clearly, the conditioning affects the probability

P(MPY (1 — p)mmm=(e=h peh

"p
(M@ —p)m—epe

distribution of the number of corrupted bits in the header. In general, a ran-
dom variable with such a distribution is known as a hypergeometric random

variable.
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The definition of conditional PMF can be rearranged to obtain a convenient

formula to calculate the joint distribution of X and Y, namely

pxy (%, y) = pyix(y|z)px (z) = px)y (z]y)py (y).
This formula can be use to compute the joint PMF of X and Y sequentially.

Example 62 (Splitting Property of Poisson PMF). A digital communication
system sends out either a one with probability p or a zero with probability
1 — p, independently of previous transmissions. The number of transmitted
binary digits within a given time interval has a Poisson PMF with parameter
A. We wish to show that the number of ones sent in that same time interval
has a Poisson PMF with parameter pX.

Let M denote the number of ones within the stipulated interval, N be the
number of zeros, and K = M + N be the total number of bits sent during the
same interval. The number of ones given that the total number of transmissions

1s k is given by

k
pux(m|k) = (m)pm(l —p) ™ m=0,1,... k.

The probability that M s equal to m is therefore equal to

par(m) = prear(kym) = panic(mlk)pic ()
k=0

= k=0

> [k AR
— m(] — k—m” =X
S (F)era-prne

Above, we have used the change of variables k = u+ m. We have also rear-
ranged the sum into a familiar form, leveraging the fact that the summation
of a Poisson PMF over all possible values is equal to one. We can see that M

has a Poisson PMF with parameter pX.
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7.3.1 Conditioning on Events

It is also possible to define the conditional PMF of a random variable X, con-
ditioned on an event S where Pr(X € S) > 0. Let X be a random variable
associated with a particular experiment, and let S be a non-trivial event cor-
responding to this experiment. The conditional PMF of X given S is defined
by
Pr({X =z} N5S)
Pr(S) '
Note that the events {w € Q| X (w) = x} form a partition of {2 as = ranges over
all the values in X (£2). Using the total probability theorem, we gather that

> Pr({X =2}nS) =Pr(S)

zeX(Q)

px|s(x) = Pr(X = z|S) =

(7.3)

and, consequently, we get

Z pxis(@) = Z Pr({X =z}nJS)

reX(Q) zeX(Q) Pr(S)
B erX(Q) Pr({X =z} NS) _
B Pr(S) -

We conclude that pxs(-) is a valid PMF.
Another interpretation of (T3] is the following. Let Y = 1g(+) symbolize

the indicator function of S, with

1, wes
0, wé¢s.

1s(w) =

Then px|s(z) = px|v(z|1). In this sense, conditioning on an event is a special

case of a conditional probability mass function.

Example 63. A data packet is sent to a destination over an unreliable wireless
communication link. Data is successfully decoded at the receiver with proba-
bility p, and the transmission fails with probability (1 — p), independently of
previous trials. When initial decoding fails, a retransmission is requested im-
mediately. However, if packet transmission fails n consecutive times, then the
data is dropped from the queue altogether, with no further transmission at-
tempt. Let X denote the number of trials, and let S be the event that the data
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packet 1s successfully transmitted. We wish to compute the conditional PMF
of X given S.

First, we note that a successful transmission can happen at any of n possible
instants. These outcomes being mutually exclusive, the probability of S can be

written as

n

Pr(S) =Y (1-pf'p=1-(1-p"

k=1

Thus, the conditional PMF pys(-) is equal to

(1—p)*'p

pnys(k) = == p)

where k =1,2,...n.

7.4 Conditional Expectations

The conditional expectation of Y given X = x is simply the expectation of YV

with respect to the conditional PMF py x(-|z),

EY[X =z] = Z ypy|x (y|T).
YEY (Q)

This conditional expectation can be viewed as a function of x,
h(z) = E]Y|X = z|.

It is therefore mathematically accurate and sometimes desirable to talk about
the random variable h(X) = E[Y|X]. In particular, if X and Y are two ran-
dom variables associated with an experiment, the outcome of this experiment
determines the value of X, say X = z, which in turn yields the conditional
expectation h(x) = E[Y|X = z]. From this point of view, the conditional
expectation E[Y|X] is simply an instance of a random variable.

Not too surprisingly, the expectation of E[Y'|X] is equal to E[Y], as evinced
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by the following derivation,

EEYIX]= ) E[Y|X =apx(z)

zeX(Q)

=y Z ypy|x (y|z)px(z)
zeX(Q) yeY (22

= Z ypx.y (T, )
yeY (Q) 2€X(Q)

= > ypy(y) =E[Y].
yeY (Q)

Using a similar argument, it is straightforward to show that

E[E[g(Y)[X]] = E[g(Y)].

Example 64. An entrepreneur opens a small business that sells two kinds of
beverages from the Brazos Soda Company, cherry soda and lemonade. The
number of bottles sold in an hour at the store is found to be a Poisson random
variable with parameter A\ = 10. FEvery customer selects a cherry soda with
probability p and a lemonade with probability (1 — p), independently of other
customers. We wish to find the conditional mean of the number of cherry sodas
purchased in an hour given that ten beverages were sold to customers during
this time period.

Let B represent the number of bottles sold during an hour. Similarly, let
C and L be the number of cherry sodas and lemonades purchased during the
same time interval, respectively. We note that B = C + L. The conditional

PMF of C' given that the total number of beverages sold equals ten is

10 _
paaahito) = ()1 = pyot (7.
This follows from the fact that every customer selects a cherry soda with prob-
ability p, independently of other customers. The conditional mean is then seen
to equal
10 10
E — — k - 10—k — )
15 =10 =Y k(] )it - = 100
k=0
We can define the expectation of X conditioned on event .S in an analogous

fashion. Let S be an event such that Pr(S) > 0. The conditional expectation
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of X given S is
E[X]S] = Z rpx|s(z),
zeX(Q)

where px|g(-) is defined in (Z3)). Similarly, we have

Elg(X)IS]= Y g(@)pxis(@),
zeX(Q)

Example 65. Spring break is coming and a student decides to renew his shirt
collection. The number of shirts purchased by the student is a random variable
denoted by N. The PMF of this random variable is a geometric distribution
with parameter p = 0.5. Any one shirt costs $10, $20 or $50 with respective
probabilities 0.5, 0.3 and 0.2, independently of other shirts. We wish to com-
pute the expected amount of money spent by the student during his shopping
spree. Also, we wish to compute the expected amount of money disbursed given
that the student buys at least five shirts.

Let C; be the cost of the ith shirt. The total amount of money spent by the

student, denoted by T, can be expressed as

N
1=1

The mean of T can be computed using nested conditional expectation. It is

equal to
[ N N
ET|=E|) Ci|=E [E > CiIN
Li=1 =1

—E iE[CAN]] = 21E[N] = 42.

Li=1
The student is expected to spend $42. Given that the student buys at least five

shirts, the conditional expectation becomes

[ N
E[TIN >5]=E|) Ci|N > 5]
Li=1

ool [v=1]

= 21E[N|N > 5] = 126.




90 CHAPTER 7. MULTIPLE DISCRETE RANDOM VARIABLES

Conditioned on buying more than five shirts, the student is expected to spend
$126. Note that, in computing the conditional expectation, we have utilized the

memoryless property of the geometric random variable,

E[N|N > 5] = E[N|N > 4] = 4+ E[N] = 6.

7.5 Independence

Let X and Y be two random variables associated with a same experiment. We

say that X and Y are independent random variables if

pxy(z,y) = px(2)py (y)

for every x € X () and every y € Y (Q).

There is a clear relation between the concept of independence introduced in
Section [£.4] and the independence of two random variables. Random variables
X and Y are independent if and only if the events {X = x} and {Y = y} are
independent for every pair (z,y) such that x € X () and y € V().

Proposition 6. If X and Y are independent random variables, then
E[XY] = E[X]E[Y].
Proof. Assume that both E[X] and E[Y] exist, then

EXY]= Y > aypxy(z,y)

zeX(Q) yeY ()

= > ) wypx(@)py(y)

zeX () yeY (Q)

= > apx(x) Y ypv(y) = E[X]E[Y],

2EX(Q) yeY (Q)

where we have used the fact that pxy(x,y) = px(z)py(y) for independent

random variables. ]

Example 66. Two dice of different colors are rolled, as in Example[59. We
wish to compute the expected value of their product. We know that the mean
of each role is E[X| = E[Y] = 3.5. Furthermore, it is straightforward to show
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that X and Y, the numbers of dots on the two dice, are independent random
variables. The expected value of their product is then equal to the product of
the individual means, E[XY] = E[X]E[Y] = 12.25.

We can parallel the proof of Proposition [@] to show that
Elg(X)h(Y)] = E[g(X)]E[A(Y)] (7.5)

whenever X and Y are independent random variables and the corresponding

expectations exist.

7.5.1 Sums of Independent Random Variables

We turn to the question of determining the distribution of a sum of two in-
dependent random variables in terms of the marginal PMF of the summands.
Suppose X and Y are independent random variables that take on integer val-
ues. Let px(:) and py(-) be the PMFs of X and Y, respectively. We wish to
determine the distribution py(-) of U, where U = X + Y. To accomplish this
task, it suffices to compute the probability that U assumes a value k, where k

is an arbitrary integer,

pu(k)=Pr(U=k)=Pr(X+Y =k)
= Z pxy(2,y)

{(zy)eX(Q)xY (Q)|z+y=Fk}

= pr,y(m, k—m)

meZ

= ZPX m)py (k —m).
meZ
The latter operation is called a discrete convolution. In particular, the PMF

of U= X +Y is the discrete convolution of px(-) and py(-) given by

pu(k) = (px *py)(k) = > px(m)py (k — m). (7.6)
MEZL
The discrete convolution is commutative and associative.
One interesting application of (7.5 occurs when dealing with sums of in-

dependent random variables. Suppose X and Y are two independent random
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variables that take on integer values and, again, let U = X +Y. The ordinary
generating function of U, as defined in Section [6.4], is given by
Gu(2) =B [:"] = B[]
=E [ZXZY} =E [ZX} E [zy]
= Gx(2)Gy(2).
That is, the generating function of a sum of independent random variables is

equal to the product of the individual ordinary generating functions.

Example 67 (Sum of Poisson Random Variables). Let X be a Poisson ran-
dom wvariable with parameter a and let Y be a Poisson random variable with
parameter 3. We wish to find the probability mass function of U = X +Y.
To solve this problem, we use ordinary generating functions. First, recall
that the generating function of a Poisson random variable with parameter \ is

A=Y The ordinary generating functions of X and Y are therefore equal to

GX(Z) — ea(z—l)
Gy (z) = 71,

As such, the ordinary generating function of U = X +Y 1is
Gu(2) = Gx(2)Gy(z2) = 27D Pl — plath)—1),

We conclude, by the uniqueness of generating functions, that U is a Poisson

random variable with parameter o + [ and, accordingly, we get

k
pu(k) = Chll Z,ﬁ) emeth  k=0,1,2,...

This method of finding the PMF of U is more concise than using the discrete

convolution.

We saw in Section [.3] that a random variable can also be conditioned on
a specific event. Let X be a random variable and let S be a non-trivial event.
The variable X is independent of S if

Pr({X =2} N 5) = px(z) Pr(5)
for every x € X (). In particular, if X is independent of event S then
px|s(x) = px(z)
for all x € X(Q).
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7.6 Numerous Random Variables

The notion of a joint distribution can be applied to any number of random
variables. Let X1, Xs, ..., X,, be random variables; their joint PMF is defined

pX1,X2 ..... X7L(I1,x2,...,xn) :Pr <m{Xk: :xk}> )
k=1

or, in vector form, px(x) = Pr(X = x). When the random variables { X} } are

independent, their joint PMF reduces to
px(x) = [ [ px ().
k=1

Although not discussed in details herein, we emphasize that most concepts
introduced in this chapter can be extended to multiple random variables in
a straightforward manner. Also, we note that, from an abstract perspective,
the space defined by vectors of the form (X;(w), Xo(w),. .., Xp(w)), w € Q, is
itself a sample space on which random variables can be defined.

Consider the empirical sums

3

Sn: Xk nz 1,
k=1

where X7, X, ... are independent integer-valued random variables, each with
marginal PMF px(-). Obviously, the distribution of S; is simply px(-). More

generally, the PMF of S,, can be obtained recursively using the formula
Sp = Sn—1 + X,
This leads to the PMF
ps, (k) = (px * px * - x px)(k),

which is the n-fold convolution of px(+). Furthermore, the ordinary generating

function of S,, can be written as

Gs,(2) = (Gx(2)".
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Example 68 (Binomial Random Variables). Suppose that S, is a sum of n
independent and identically distributed Bernoulli random variables, each with
parameter p € (0,1). The PMF of Sy is equal to

1l—p k=0
P k=1.

Ps, (k) =

Assume that the PMF of S,,_1 is given by

n—1 L
psnl(k)z( L )p’“(l—p)””, k=0,1,...n—1.

Then, the distribution of S,, can be computed recursively using the discrete

convolution,

ps. (k)= ps. ., (m)px(k—m)

m=—0Q

= Pt (k)(1 —p) +ps,_, (k= 1)p
= <n L 1)29’“(1 —p)" T+ (Z - i)pk(l -p)""

where k = 0,1,...,n. Thus, by the principle of mathematical induction, we
gather that the sum of n independent Bernoulli random variables, each with

parameter p, is a binomial random variable with parameters n and p.

The convolution of two binomial distributions, one with parameter m and p
and the other with parameters n and p, is also a binomial random distribution
with parameters (m + n) and p. This fact follows directly from the previous

argument.

Example 69 (Negative Binomial Random Variable*®). Suppose that a Bernoulli
trial is repeated multiple times until r ones are obtained. We denote by X the
random variable that represents the number of zeros observed before completion

of the process. The distribution of X is given by
<k +r—1

r—1

px(k) = )pT(l—p)k, kE=0,1,...
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where p is the common parameter of the Bernoulli trials. In general, a random
variable with such a distribution is known as a negative binomial random
variable.

We wish to show that X can be obtained as a sum of r independent random
variables, a task which we perform by looking at its ordinary generating func-
tion. We use properties of differential equations to derive Gx(z) from px(-).

By definition, we have

Consider the derivative of Gx(z),

G =y w (T -y

2 o)
—a-p Y ern (T ey
= (1-p) (526 4165

It follows from this equation that

1 dGx (2) = (1 —p)r
Gx(z) dz S 1-(1-p)z
or, alternatively, we can write
d (1—p)r
—_— 1 p—

Integrating both sides yields
log (Gx(2)) = —rlog (1 — (1—p)2) + ¢,

where ¢ is an arbitrary constant. Applying boundary condition Gx(1) =1, we

get the ordinary generating function of X as

0= (=)
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From this equation, we can deduce that X is the sum of r independent random

variables, Yy, ...,Y,, each with ordinary generating function
b
Gy (z) = ————.
E) = (1-p)z

In particular, the distribution of Y; is given by

1 d"Gy,
pn(m) = Y

— 0) = p(1 — p)™ —0.1,...
m!dzm() p(1—=p)™ m=0,1,

It may be instructive to compare this distribution with the PMF of a geometric

random variable.
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