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ABSTRACT
We introduce a new approach to proving that a sequence of deterministic linear codes achieves capacity on an erasure channel under maximum a posteriori decoding. Rather than relying on the precise structure of the codes, our method exploits code symmetry. In particular, the technique applies to any sequence of linear codes where the block lengths are strictly increasing, the code rates converge, and the permutation group of each code is doubly transitive. In a nutshell, we show that symmetry alone implies near-optimal performance.

An important consequence of this result is that a sequence of Reed-Muller codes with increasing block length and converging rate achieves capacity. This possibility has been suggested previously in the literature, but it has only been proven for cases where the limiting code rate is 0 or 1. Moreover, these results extend naturally to affine-invariant codes and, thus, to all extended primitive narrow-sense BCH codes. This is used to resolve, in the affirmative, the existence question for capacity-achieving sequences of binary cyclic codes. The primary tools used in the proofs are the sharp threshold property for symmetric monotone boolean functions and the area theorem for extrinsic information transfer (EXIT) functions.

Categories and Subject Descriptors
E.4 [Coding and Information Theory]: Error control codes

General Terms
Theory

*An extended version of this paper is available as [43].
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1. INTRODUCTION
1.1 Overview
Since the introduction of channel capacity by Shannon in his seminal paper [65], theorists have been fascinated by the idea of constructing codes that achieve capacity (e.g., under optimal decoding). Ideally, one would also like these codes to have low-complexity encoding/decoding algorithms, algebraic or geometric structure, and deterministic constructions.

The advent of Turbo codes [9] and low-density parity-check (LDPC) codes [31,52,68] has made it possible to construct practical codes that achieve good performance near the Shannon limit. It was even proven that sequences of irregular LDPC codes can achieve capacity on the binary erasure channel (BEC) using low-complexity message-passing algorithms [51].

Recently, spatially-coupled LDPC codes were shown to achieve capacity universally over the class of binary memoryless symmetric (BMS) channels using low-complexity algorithms [45–48]. In regard to the other desirable properties, these codes also have some structure (e.g., low-density graph structure) but their construction is not deterministic.

For an arbitrary BMS channel, however, polar codes [6] were the first codes proven to achieve capacity with low-complexity encoding and decoding algorithms. In addition, polar codes inherit some structure from the Hadamard matrix and also have a deterministic construction.

This article considers the performance of structured and deterministic binary linear codes transmitted over the BEC under bitwise maximum-a-posteriori (MAP) decoding. In particular, our primary technical result is the following.

**Theorem:** A sequence of linear codes achieves capacity on a memoryless erasure channel under bit-MAP decoding if its block lengths are strictly increasing, its code rates converge...
to some \( r \in (0, 1) \), and the permutation group\(^1\) of each code is doubly transitive.

The analysis focuses primarily on the bit erasure rate under block-MAP decoding, but it can be extended to the block erasure rate in some cases. One important consequence is a proof of the fact that binary Reed-Muller codes achieve capacity on the BEC under block-MAP decoding, which settles a rather old conjecture in coding theory.

The main theorem for bit-MAP decoding applies also to affine invariant codes and it extends naturally from binary linear codes to \( \mathbb{F}_q \)-linear codes transmitted over a \( q \)-ary erasure channel. Additionally, we show that extended primitive narrow-sense BCH codes achieve capacity under block-MAP decoding. Finally, this allows us to resolve, in the affirmative, the existence question for capacity-achieving sequences of binary cyclic codes [59].

These results are perhaps surprising. Until the discovery of polar codes, it was unclear whether or not codes with a simple deterministic structure could achieve capacity [4,17,19]. But even though polar codes (as well as Reed-Muller codes) derive from the Hadamard matrix, the ability of polar codes to achieve capacity appears unrelated to the inherent symmetry of this matrix. In contrast, the performance guarantees obtained here are a consequence only of linearity and the structure induced by the doubly-transitive permutation group.

### 1.2 Reed-Muller Codes

Reed-Muller codes were introduced by Muller in [58] and, soon after, Reed proposed a majority logic decoder in [60]. For integers \( v, n \) satisfying \( 0 \leq v \leq n \), a binary Reed-Muller code \( RM(v, n) \) is a linear code of length \( 2^n \) and dimension \( \binom{n}{v} + \cdots + \binom{n}{v} \). It is well known that the minimum distance of this code is \( 2^n - v \) [20,50,53]. Thus, it is impossible to simultaneously have a non-vanishing rate and a minimum distance that scales linearly with block length.

The idea that Reed-Muller codes might achieve capacity appears to be rather old. In a personal communication with Shu Lin, we learned that this possibility was discussed privately by Kasami, Lin, and Peterson in the late 1960s. Later the idea was mentioned explicitly in a 1993 talk by Shu Lin, entitled “RM Codes Are Not So Bad” [49]. To the best of the authors’ knowledge, a 1994 paper by Dumer and Farrell contains the earliest printed discussion of this question [27]. In that paper, they show that some sequences of BCH codes with rates approaching 1 have a vanishing gap to capacity on the BEC. They also suggest, as an open problem, the evaluation of a quantity which equals 1 if and only if Reed-Muller codes achieve capacity on the BEC. Since then, similar ideas have been discussed by a variety of authors [1,2,6,7,16,19,21,57]. In particular, short Reed-Muller codes with erasures were investigated in [16,21] and it was observed numerically that the block erasure rate is quite close to that of random codes. In [57], a modified construction of polar codes is analyzed and the results again suggest that Reed-Muller codes achieve capacity on the BEC. For rates approaching either 0 or 1 with sufficient speed, it has recently been shown by Abbe et al. that Reed-Muller codes can correct almost all erasure patterns up to the capacity limit\(^2\) [1,2]. Beyond erasure channels, it is conjectured in [19] that the sequence of rate-1/2 self-dual Reed-Muller codes achieves capacity on the binary-input AWGN channel.

More than 50 years after their discovery, Reed-Muller codes remain an active area of research in theoretical computer science and coding theory. The early works in [39,40,67] culminated in obtaining asymptotically tight bounds for their weight distribution for the case of fixed order \( v \) and asymptotic \( n \) [41]. Also, there is considerable interest in constructing low-complexity decoding algorithms, see [63,66] and a series of papers by Dumer et al. [25,26,28]. Undoubtedly, the interest in the coding theory community for these codes was rekindled by the tremendous success of polar codes and their close connection to Reed-Muller codes [5,6,57].

Due to their desirable structure, constructions based on these codes are used extensively in cryptography [13–16,22,34,64,69]. Reed-Muller codes are also known for their locality [75] and some of the earliest known constructions for the locally correctable codes are based on them [32,33]. Interestingly, the local correctability of Reed-Muller codes is also a consequence of their permutation group being doubly transitive [42], a crucial requirement in our approach. However, a doubly transitive permutation group is not sufficient for local testability [35].

### 1.3 Outline of the Proof

The central object in our analysis is the extrinsic information transfer (EXIT) function. EXIT charts were introduced by ten Brink [72] in the context of turbo decoding as a visual tool to understand iterative decoding. For a given input bit, the EXIT function is defined to be the conditional entropy of the input bit given the outputs associated with all other input bits. The average EXIT function is formed by averaging all of the bit EXIT functions. We note that these functions are also instrumental in the design and analysis of LDPC codes [61].

The crucial property we exploit is the so called area theorem, originally proved in [8] and further generalized in [56], which says that the area under the average EXIT function equals the rate of the code. The average EXIT function is also directly related to the bit erasure probability under MAP decoding. Indeed, for a sequence of binary linear codes with rate \( r \) to be capacity achieving, the average EXIT function must converge to 0 for any erasure rate below 1−\( r \). Since the areas under the average EXIT curves are fixed to \( r \), the EXIT functions for these codes must also converge to 1 for any erasure rate above 1−\( r \). Thus, the EXIT curves must exhibit a sharp transition from 0 to 1, and, as a consequence of area theorem, this transition must occur at the erasure value of 1−\( r \).

We investigate the threshold behavior of EXIT functions for binary linear codes via sharp thresholds for monotone boolean functions [10,37]. The general method was pioneered by Margulis [54] and Russo [62]. Later, it was significantly generalized by Talagrand in [70] and [71]. This approach has been applied to many problems in theoretical computer science with remarkable success [24,29,30]. In the context of coding theory, this technique was first introduced by Zémor in [76], refined further in [73], and also extended to

\(^{1}\)The permutation group of a linear code is the set of permutations on code bits under which the code is invariant.

\(^{2}\)It requires some effort to define precisely what capacity limit is for rates approaching 0 or 1. See [2, Definition 16] for details.
covers a vector with components indexed by $\{1, \ldots N\}$. A set $A \subseteq \{1, \ldots , N\}$ is said to cover a vector $\bar{a} \in \{0, 1\}^N$ if the set of non-zero indices of $\bar{a}$ is a subset of $A$. Let $H(\cdot )$ and $H(\cdot | \cdot )$ be the entropy and conditional entropy of a discrete random variable in bits, respectively. Below, all logarithms are natural unless the base is explicitly mentioned.

Let $\pi$ be a permutation on $N$ elements, i.e., $\pi : [N] \rightarrow [N]$, a bijection. Let $\bar{z}$ be a vector with components indexed by $[N]$. Abusing notation, we will also let $\pi(\bar{z})$ denote a length-$N$ vector, say $\bar{x}$, with components satisfying $x_{\pi(i)} = z_i$. Given a received sequence $Y$, $D(Y)$ is equal to $X$ whenever it is possible to uniquely recover $X$ from $Y$. Otherwise, $D$ declares an erasure and returns $\ast$. Therefore, the block erasure probability is given by

$$P_B \triangleq \Pr(D(Y) \neq X).$$

Using the set equivalence

$$\{ D(Y) \neq X \} = \bigcup_{i \in [N]} \{ D_i(Y) \neq X_i \}$$

and the union bound, it is easy to see that

$$P_B \leq N P_b.$$  

Also, if $D$ declares an erasure, there will be at least $d_{\text{min}}$ bits in erasure, where $d_{\text{min}}$ is the minimum distance of the code $C$. Therefore,

$$d_{\text{min}} \mathbf{1}_{(D(Y) \neq X)} \leq \sum_{i \in [N]} \mathbf{1}_{(D_i(Y) \neq X_i)}.$$  

Taking expectations on both sides gives a tighter bound on $P_B$ in terms of $P_b$,

$$P_B \leq \frac{N}{d_{\text{min}}} P_b. \quad (1)$$

### 2.3 MAP EXIT Functions

The extrinsic information transfer functions are closely related to the bit erasure probabilities. The EXIT function associated with bit $i$ and the average EXIT function are defined by,

$$h_i(p) \triangleq H(X_i|Y_{\sim i}), \quad h(p) \triangleq \frac{1}{N} \sum_{i=1}^{N} H(X_i|Y_{\sim i}),$$

respectively, where $Y_{\sim i} \triangleq (Y_1, \ldots , Y_{i-1}, Y_{i+1}, \ldots , Y_N)$ and $p$ represents the erasure probability of the channel. The erasure probability of bit $i$ can be written, in terms of the EXIT function, as

$$P_{k,i} = H(X_i|Y_{\sim i}) = Pr(Y_i = X_i) H(X_i|Y_{\sim i}, Y_i = X_i) + Pr(Y_i = \ast) H(X_i|Y_{\sim i}, Y_i = \ast) = p h_i(p).$$

It follows immediately that

$$P_k(p) = ph(p). \quad (2)$$

The following two propositions restate some known results in the notation of this paper. The area theorem, stated in Proposition 2, first appeared in [8, Theorem 1]. The proof we give below for completeness is from [56]. The explicit evaluation of $h_i(p)$, stated in Proposition 2, is a restatement of [61, Lemma 3.7.4(iv)].

**Proposition 1** (Area Theorem): For a code $C$ with rate $r$ and transmission over a BEC, the average EXIT function satisfies

$$\int_0^1 h(p) dp = r.$$
Proof. For mathematical convenience, we assume that \( X_i \) is transmitted through a BEC with parameter \( p_i \), and denote the received vector by \( \underline{y} \) to emphasize this. Then,
\[
H(X_i|Y(p)) = (a) H(X_i|Y(p)) + H(X_i,X_i|Y(p))
\]

(b) \( p_i H(X_i|Y(p)) + H(X_i,X_i|Y(p)) \),
where (a) follows from the chain rule of entropy, and (b) uses the same procedure as (2) to obtain the first term and the fact that \( X_i \) and \( Y_i \) are conditionally independent given \( X_i \) to obtain the second term. Since \( H(X_i,X_i|Y(p)) \) is independent of \( p_i \),
\[
\frac{\partial H(X_i|Y(p))}{\partial p_i}_{p_i(p,...,p)} = H(X_i|Y(p))_{p_i(p,...,p)} = h_i(p).
\]

By using the total derivative rule, we gather that
\[
\frac{d}{dp} \left[ H(X_i|Y(p)) \right]_{p_i(p,...,p)} = \sum_{i=1}^{N} \frac{\partial H(X_i|Y(p))}{\partial p_i}_{p_i(p,...,p)} = h_i(p) = Nh(p).
\]

By integrating the above equation from 0 to 1 and by observing that \( H(X_i|Y(0)) = 0 \) and \( H(X_i|Y(1)) = H(X_i) = K \), the result follows.

**Proposition 2:** Consider transmission over the BEC(p) of a code \( C \) of block length \( N \) and define
\[
\Omega_i = \{ \underline{z} \in \{0,1\}^N \mid \underline{z} \geq \underline{x_i}, x_i = 1, \underline{z} \in C \}.
\]

Then, the EXIT function associated with bit \( i \) explicitly evaluates to
\[
h_i(p) = \sum_{\underline{z} \in \Omega_i} p^{||\underline{z}||}(1-p)^{N-||\underline{z}||}.
\]

**Proof.** The definition of \( h_i(p) \) implies
\[
h_i(p) = H(X_i|Y_{\sim i}) = \sum_{\underline{z} \in \Omega_i} \Pr(Y_{\sim i} = \underline{z}) H(X_i|Y_{\sim i} = \underline{z}) \cdot
\]

The fact that the decoding process is successful depends only on the erasure pattern in \( \underline{y} \). Hence, we can assume that the all-zero codeword has been transmitted. In such a case, for \( i \in [N] \), either \( y_i = 0 \) or \( y_i = * \). Let \( A \subseteq [N] \setminus \{ i \} \) be the set of indices where \( y_i = * \). Then,
\[
\Pr(Y_{\sim i} = \underline{z}) = p^{||A||}(1-p)^{N-||A||}.
\]

If \( A \cup \{ i \} \) covers a codeword in \( C \) whose \( i \)-th bit is non-zero, then the bit-MAP decoder fails to decode bit \( i \) and \( H(X_i|Y_{\sim i} = y_{\sim i}) = 1 \). If \( A \cup \{ i \} \) does not cover any codeword in \( C \) with non-zero bit \( i \), then bit \( i \) can be correctly recovered and \( H(X_i|Y_{\sim i} = y_{\sim i}) = 0 \).

Thus, the EXIT function \( h_i(p) \) is given by summing over the set of erasure patterns where the entropy is 1. This set is precisely \( \Omega_i \), the set of all erasure patterns that cover a codeword whose \( i \)-th bit is non-zero.

By assumption, the code \( C \) is proper and has a minimum distance of at least 2. As such, \( \Omega_i \) is non-empty (it contains the all-one sequence) and also does not contain the all-zero sequence. Thus, \( h_0(0) = h_0(0) = 0 \) and \( h_1 = h_1(1) = 1 \). Further, from the above proposition, the EXIT functions \( h_i(p) \), and therefore \( h(p) \), are continuous, polynomial functions on \([0,1]\). Under the assumptions on the code, it is also possible to show that \( h_i(p) \) and \( h(p) \) are strictly increasing.

**Definition 3** (Monotone Sets): A non-empty proper subset \( \Omega \subseteq \{0,1\}^M \) is called monotone if \( \underline{x} \in \Omega \) and \( \underline{x} \leq \underline{y} \) imply that \( \underline{y} \in \Omega \).

Monotone sets appear frequently in the theory of random graphs and satisfiability problems. The following observation relates this concept to our setting.

**Remark 4** (Monotonicity of \( \Omega_i \)) It is easy to verify that the set \( \Omega_i \) defined in (3) is monotone. This is because adding erasures to the received vector can only prevent the recovery of bit \( i \).

### 2.4 Permutations of Linear Codes

Let \( S_N \) be the symmetric group on \( N \) elements. The permutation group of a code is defined as the subgroup of \( S_N \), whose group action on the bit ordering preserves the set of codewords [36, Section 1.6].

**Definition 5** (Permutation Group): The permutation group \( \mathcal{G} \) of a code \( C \) is defined to be
\[
\mathcal{G} \triangleq \{ \pi \in S_N \mid \pi(\underline{x}) \in C \text{ for all } \underline{x} \in C \}.
\]

**Proposition 6**: The permutation group allows the following properties on the bit-MAP decoders.

a) If \( \pi \in \mathcal{G} \) is such that \( \pi(i) = j \), then \( D_i(y) = D_j(\pi(y)) \).

b) For \( \pi \in \mathcal{G} \), \( \Pr(D_i(Y) = *) = \Pr(D_i(\pi(Y)) = *) \).

**Proof.** From the discussion in Section 2.2, \( D_i(y) = * \) if and only if the erasure pattern in \( y \) covers some codeword with a value of 1 at bit position \( i \). Since \( \pi(i) = j \), the erasure pattern in \( \pi(y) \) covers some codeword if and only if the erasure pattern in \( y \) covers a codeword with a value of 1 at bit position \( j \). This implies that \( D_i(y) = * \) if and only if \( D_j(\pi(y)) = * \).

Now, suppose \( D_i(y) = 0 \). This happens only if all the codewords \( \underline{x} \) that can result in \( y \) have a 0 at position \( i \). For such an \( \underline{x} \), \( \pi(\underline{x}) \) can result in \( \pi(y) \), and the codeword \( \pi(\underline{x}) \) has a 0 at position \( j \). From the discussion above, \( D_j(\pi(y)) \neq * \). This implies that \( D_j(\pi(y)) = 0 \).

Similarly, \( D_j(\pi(y)) = 0 \) implies that \( D_i(y) = 0 \). Thus, \( D_i(y) = 0 \) if and only if \( D_j(\pi(y)) = 0 \). This immediately shows that \( D_i(y) = D_j(\pi(y)) \).

The second part of the Proposition follows from the fact that \( Y \) and \( \pi(Y) \) have the same distribution for any \( \pi \in \mathcal{G} \).

**Definition 7** (Transitivity): Suppose \( \mathcal{G} \) is a permutation group. Then,

a) \( \mathcal{G} \) is transitive if for any \( i,j \in [N] \), there exists \( \pi \in \mathcal{G} \) such that \( \pi(i) = j \).

b) \( \mathcal{G} \) is doubly transitive if for distinct \( i,j,k \in [N] \), there exists \( \pi \in \mathcal{G} \) such that \( \pi(i) = i, \pi(j) = k \).

Below, we study the consequences of the transitive/doubly transitive permutation groups on the decoding process.
Proposition 8: If the permutation group \( \mathcal{G} \) of a code \( \mathcal{C} \) is transitive, then, for any \( 0 \leq p \leq 1 \) and any \( i, j \in [N] \),
\[
P_{b,i}(p) = P_{b,j}(p) = P_b(p), \quad h_i(p) = h_j(p) = h(p).
\]
Proof. Since \( \mathcal{G} \) is transitive, there exists \( \pi \in \mathcal{G} \) such that \( \pi(i) = j \). Therefore, by Proposition 6,
\[
P_{b,i} = \Pr(D_b(\sum) = *) = \Pr(D_b(\pi(\sum)) = *) = \Pr(D_b(\sum) = *) = P_b(j).
\]
Thus, for any \( i, j \in [N] \), \( P_{b,i}(p) = P_{b,j}(p) \) and, consequently,
\[
P_{b,i}(p) = P_b(p).\]
Together with (2), we get \( h_i(p) = h_j(p) = h(p) \).

Proposition 9 (Symmetry of \( \Omega_n \)): If the permutation group \( \mathcal{G} \) of a code \( \mathcal{C} \) is doubly transitive, then the set \( \Omega_n \) is symmetric, i.e., it is invariant under a transitive permutation group.

Proof. Since \( \mathcal{G} \) is doubly transitive, for distinct \( i, j, k \in [N] \), there exists a permutation \( \pi \in \mathcal{G} \) such that \( \pi(i) = i \) and \( \pi(j) = k \). Since \( \pi(i) = i \), the restriction of \( \pi \) to \([N] \setminus \{i\}\) acts as a permutation and transposes \( j \) to \( k \). Such restrictions induce transitive permutations on the set of codewords whose value is 1 at bit position \( i \). From the definition of \( \Omega_n \) in (3), it is easy to see that these restrictions leave \( \Omega_n \) invariant.

2.5 Capacity-Achieving Codes

Definition 10 (Capacity-Achieving Codes): Suppose \( \{\mathcal{C}_n\} \) is a sequence of codes with rates \( \{r_n\} \), where \( r_n \rightarrow r \) for \( r \in (0, 1) \).

a) \( \{\mathcal{C}_n\} \) is said to be capacity achieving on the BEC under bit-MAP decoding, if for any \( p \in [0, 1 - r) \), the average bit erasure probabilities satisfy \( \lim_{n \rightarrow \infty} P_b^{(n)}(p) = 0 \).

b) \( \{\mathcal{C}_n\} \) is said to be capacity achieving on the BEC under block-MAP decoding, if for any \( p \in [0, 1 - r) \), the average block erasure probabilities satisfy \( \lim_{n \rightarrow \infty} P_b^{(n)}(p) = 0 \).

The following proposition encapsulates the approach we use to show that a sequence of codes achieves capacity. It connects capacity-achieving codes, average EXIT functions, and the sharp transitions associated with boolean functions. For any \( \varepsilon \in (0, 1/2] \), the transition width of the EXIT function \( h^{(\varepsilon)}(p) \) is the interval over which it transitions from \( 0 \) to \( 1 - \varepsilon \). Mathematically, this is given by \( p^{(n)}_1 - p^{(n)}_0 \), where \( p^{(n)}_1 \) is the functional inverse of \( h^{(\varepsilon)} \) given by
\[
p^{(n)}_1(p) = \inf \{p \in [0, 1] \mid h^{(\varepsilon)}(p) \geq t\}.
\]

The average EXIT functions of some rate-1/2 Reed-Muller codes are shown in Figure 1. Observe that as the block length increases, the transition width of the average EXIT function decreases. According to the following proposition, if this width converges to 0, the Reed-Muller code sequence achieves capacity on the BEC under bit-MAP decoding.

Proposition 11: Let \( \{\mathcal{C}_n\} \) be a sequence of codes with rates \( \{r_n\} \), where \( r_n \rightarrow r \) for some \( r \in (0, 1) \). Then, the following statements are equivalent.

S1: \( \{\mathcal{C}_n\} \) is capacity achieving on the BEC under bit-MAP decoding.

S2: The sequence of average EXIT functions satisfies
\[
\lim_{n \rightarrow \infty} h^{(n)}(p) = \begin{cases} 
0 & \text{if } 0 \leq p < 1 - r, \\
1 & \text{if } 1 - r < p \leq 1.
\end{cases}
\]

S3: For any \( \varepsilon \in (0, 1/2] \), the sequence of transition widths satisfies \( \lim_{n \rightarrow \infty} (p^{(n)}_1 - p^{(n)}_0) = 0 \).

Proof. See Appendix A.1.

The equivalence between the first two statements is due to the close relationship between the bit erasure probability and the EXIT function in (2), while the equivalence between the last two statements is a consequence of the area theorem in Proposition 1.

While the above result appears deceptively simple, our approach is successful largely because the transition point of the limiting EXIT function is known a priori due to the area theorem. Even though the sharp transition framework presented in the next section is widely applicable in theoretical computer science and allows one to deduce that the transition width of certain functions goes to 0, establishing the existence of a threshold and determining its precise location can be notoriously difficult\(^3\) [3, 18, 25].

3. REED-MULLER CODES ACHIEVE CAPACITY

3.1 General Results

Consider a measure \( \mu_p \) on \( \{0, 1\}^M \) such that
\[
\mu_p(\Omega) = \sum_{g \in \Omega} p^{|g|}(1 - p)^{M - |g|}, \quad \text{for } \Omega \subseteq \{0, 1\}^M.
\]

One important result in the theory of boolean functions is that symmetric monotone sets always exhibit a sharp transition [30], i.e., \( \mu_p(\Omega) \) transitions quickly from 0 to 1 as a function of \( p \).

\(^3\)Existence of a threshold means for some 0 < \( a < 1 \), \( p^{(n)}_1 \rightarrow a \) for all \( n > 0 \). Note that this implies that the transition width \( p^{(n)}_1 - p^{(n)}_0 \rightarrow 0 \) and not vice versa.
function of \( p \). Specifically, for a symmetric monotone set \( \Omega \), the results in [11,30,71] imply that, for \( 0 < p < 1 \),

\[
\frac{d\mu_p(\Omega)}{dp} \geq C(\log M)\mu_p(\Omega)(1 - \mu_p(\Omega)),
\]

where the constant \( C > 0 \) is independent of \( p, \Omega, M \).

For a monotone set \( \Omega \subseteq \{0,1\}^{N} \), let \( g(p) = \log \frac{\mu_p(\Omega)}{\mu_p(\Omega)(1 - \mu_p(\Omega))} \) and observe that

\[
\frac{dg(p)}{dp} = \frac{1}{\mu_p(\Omega)(1 - \mu_p(\Omega))} \frac{d\mu_p(\Omega)}{dp} \geq C \log M.
\]

(5)

Define

\[
p_t \triangleq \inf \{p \in [0,1] | \mu_p(\Omega) \geq t \},
\]

and note that \( \mu_p(\Omega) = t \) and \( g(p_t) = \log \frac{1}{t} \). For \( \varepsilon \in (0,1/2) \), by integrating (5) from \( p_t \) to \( p_{1-\varepsilon} \), we obtain

\[
p_{1-\varepsilon} - p_t \leq 2 \log \frac{\varepsilon}{1 - \varepsilon} \log M.
\]

(6)

At this point, we have all the ingredients to prove the main result of the paper.

**Theorem 12** (Capacity-Achieving Codes Under Bit-MAP Decoding): Let \( \{C_n\} \) be a sequence of codes where the block lengths satisfy \( N_n \to \infty \), the rates satisfy \( r_n \to r \), for \( r \in (0,1) \), and the permutation group \( G^{(n)}(\Omega) \) of the code \( C_n \) is doubly transitive for each \( n \). Then, \( \{C_n\} \) is capacity achieving on the BEC under block-MAP decoding.

**Proof.** Let \( h^{(n)} \) be the average EXIT function of \( C_n \), and fix \( i \in [N] \). The quantities \( N, G, h, h_i, \Omega_i, \) and \( p_i \) that appear in the proof should be indexed by \( n \), but we drop the index to avoid cluttering.

The set \( \Omega_i \) is monotone by Remark 4 and, since \( G \) is doubly transitive, it is symmetric from Proposition 9.

Consider a measure \( \mu_p \) on \( (0,1)^{N-1} \) such that

\[
\mu_p(\Omega_i) = \sum_{\omega \in \Omega_i} p_{|\omega|} (1 - p)^{N-1-|\omega|}, \text{ for } \Omega_i \subseteq (0,1)^{N-1}.
\]

Then, \( h_i(p) = \mu_p(\Omega_i) \). Also, since \( G \) is transitive, from Proposition 8, \( h(p) = h_i(p) \), for all \( p \in [0,1] \). Therefore, from (6), we have

\[
p_{1-\varepsilon} - p_t \leq 2 \log \frac{\varepsilon}{1 - \varepsilon} \log (N-1),
\]

(7)

where \( p_t \) is the inverse of \( h \) as in (4). Since \( N \to \infty \) from the hypothesis, \( p_{1-\varepsilon} - p_t \to 0 \). As a result, from Proposition 11, \( \{C_n\} \) is capacity achieving on the BEC under bit-MAP decoding.

Let us now consider the block erasure probability \( P_B \). Recall that \( P_B \leq NP_{\text{b}} \) and, therefore, if \( P_{\text{b}} \to 0 \) with sufficient speed, then \( P_B \to 0 \) as well. The following theorem provides sufficient conditions for a sequence of codes to achieve capacity under block-MAP decoding.

**Theorem 13** (Capacity-Achieving Codes Under Block-MAP Decoding): Let \( \{C_n\} \) be a sequence of codes where the block lengths satisfy \( N_n \to \infty \) and the rates satisfy \( r_n \to r \) for \( r \in (0,1) \). Let \( \hat{h}^{(n)}(p) \) be the average EXIT function of \( C_n \) and suppose that it satisfies, for \( a_n < p < b_n \),

\[
\frac{d\hat{h}^{(n)}(p)}{dp} \geq w_n \log(N_n)\hat{h}^{(n)}(p)(1 - \hat{h}^{(n)}(p)),
\]

(8)

where \( w_n \to \infty, a_n \to 0, b_n \to 1, \) and \( 0 \leq a_n < b_n \leq 1 \). Then, \( \{C_n\} \) is capacity achieving on the BEC under block-MAP decoding.

**Proof.** See Appendix A.2. \( \square \)

### 3.2 Reed-Muller Codes

Recall that, for integers \( v, n \) satisfying \( 0 \leq v \leq n \), the Reed-Muller code \( RM(v, n) \) is a binary linear code with block length \( N = 2^v \) and rate \( r = 2^{-v}(\binom{n}{v} + \cdots + \binom{n}{0}) \).

Consider the set of \( n \) variables, \( x_1, \ldots, x_n \). For a monomial \( x_1^{i_1} \cdots x_n^{i_n} \) in these variables, define its degree to be \( i_1 + \cdots + i_n \). A polynomial in \( n \) variables is a linear combination of such monomials using coefficients from a field, and the degree of such a polynomial is defined to be the maximum degree of any monomial it contains. It is well-known that the set of all \( n \)-variable polynomials of degree at most \( v \) is a vector space over its field of coefficients. In this section, the coefficient field is the Galois field \( \mathbb{F}_2 \) and the vector space of interest is given by

\[
P(n,v) = \text{span}\{x_1^{i_1} \cdots x_n^{i_n} | t_1 + \cdots + t_n = v, t_i \in \{0,1\}, \text{ for } i \in [n]\}.
\]

For a polynomial \( f \in P(n,v), f(\underline{x}) \in \{0,1\}^n \) denotes the evaluation of \( f \) at \( \underline{x} \in \{0,1\}^n \). Let the elements of the vector space \( \{0,1\}^n \) over \( \mathbb{F}_2 \) be enumerated by \( e_1, e_2, \ldots, e_N \) with \( e_N = \underline{0} \) as the all-zero vector. Then, the code \( RM(v,n) \) is defined as

\[
RM(v,n) \triangleq \{(f(e_1), \ldots, f(e_N)) | f \in P(n,v)\}.
\]

The following is a classical result for Reed-Muller codes [38, Corollary 4].

**Lemma 14:** The permutation group \( G \) of \( RM(v,n) \) is doubly transitive.

**Proof.** See Appendix A.3. \( \square \)

For \( r \in (0,1) \), consider the code \( RM(v_n(r),n) \), with

\[
v_n(r) \triangleq \max \left\{ \left\lfloor \frac{n}{2} + \frac{\sqrt{Q(1 - r)}}{2} Q^{-1}(1 - r) \right\rfloor, 0 \right\},
\]

where \( Q(t) \triangleq \int_{t}^{\infty} e^{-x^2/2} dx \). Then, the sequence of codes \( \{RM(v_n(r),n)\} \) has rates \( r_n \to r \) and increasing block lengths. The sequence of average EXIT functions of Reed-Muller codes exhibits a sharp transition from \( 0 \) to \( 1 \) as \( n \) grows (see Figure 1), and the theorem below follows from Lemma 14 and Theorem 12.

**Theorem 15:** For any \( r \in (0,1) \), the sequence of codes \( \{RM(v_n(r),n)\} \) has rates \( r_n \to r \) and is capacity achieving on the BEC under bit-MAP decoding.

Now, let’s consider the block erasure probability of Reed-Muller codes. It turns out that the factor \( \log(N - 1) \) in Theorem 15 is not sufficient for \( NP_{\text{b}} \to 0 \). Fortunately, it is possible to exploit symmetries beyond the double transitivity of the permutation group, to obtain factors that grow asymptotically faster than \( \log(N - 1) \) [12]. First, we require the following result.
Lemma 16: For a Reed-Muller code of block length \( N \), consider the set \( \Omega_N \) defined in (3) for bit \( N \) and let its permutation group be
\[
\mathcal{G}_N \triangleq \{ \pi \in \text{S}_{N-1} \mid \pi(a) \in \Omega_N \text{ for all } a \in \Omega_N \}.
\]
Then, \( \mathcal{G}_N \) has a transitive subgroup isomorphic to \( \text{GL}(n, \mathbb{F}_2) \), the general linear group of degree \( n \) over the Galois field \( \mathbb{F}_2 \).

Proof. See Appendix A.4. \(\square\)

Theorem 17: For any \( r \in (0, 1) \), the sequence of codes \( \{\text{RM}(r_n, n)\} \) has rates \( r_n \to r \) and is capacity achieving on the BEC under block-MAP decoding.

Proof. Let the EXIT function associated with the last bit and the average EXIT function of the code \( \text{RM}(r_n, n) \) be \( h_n \) and \( h \), respectively. The permutation group of this code is transitive by Lemma 14. Hence, from Proposition 8, the block-MAP decoding is transitive by Lemma 16. Hence, \( \mathcal{G}_N \) contains a transitive subgroup isomorphic to \( \text{GL}(n, \mathbb{F}_2) \).

Now, we can exploit the GL(n, F_2) symmetry of \( \Omega_N \) within the framework of [12]. In particular, [12, Theorem 1, Corollary 4.1] implies that there exists a universal constant \( C > 0 \), independent of \( n \) and \( p \), such that, for \( a_n < p < b_n \),
\[
\frac{d\mathcal{H}_N(p)}{dp} \geq C \log(\log(N_n)) \log(N_n)(1 - h_n(p)),
\]
where \( N_n = 2^n \), \( 0 < a_n < b_n < 1 \), and \( a_n \to 0 \), \( b_n \to 1 \) as \( n \to \infty \). Since \( h = h_n \), Theorem 13 implies that \( \{\text{RM}(r_n, n)\} \) is capacity achieving on the BEC under block-MAP decoding. \(\square\)

 Remark 18 (From Bit-MAP to Block-MAP via Weight Distribution): The proof presented above of Theorem 17 is based on the framework of [12], which yields an extra factor of \( \log(\log(N)) \) in the expression of the derivative of the average EXIT function. However, it is also possible to prove that the block erasure probability goes to 0, for all \( 0 < p < 1 - r \), by combining the analysis in Theorem 12 with a careful upper bound on the weight distribution of Reed-Muller codes (see [44] for details).

4. DISCUSSION

In this paper, we show that a sequence of binary linear codes achieves capacity if its block lengths are strictly increasing, its code rates converge to some \( r \in (0, 1) \), and the permutation group of each code is doubly transitive. As a consequence, we prove that Reed-Muller codes achieve capacity on the BEC both under bit-MAP and block-MAP decoding, thus settling a long standing conjecture. To achieve this, we exploit the symmetry of the codes to prove the existence of 0-1 transitions for EXIT functions and apply the area theorem to locate the thresholds. One remarkable aspect of this method is its simplicity. In particular, it does not rely on the precise structure of the codes.

Our results lead to a number of open questions. The most natural question is whether or not one can extend this approach to BMS channels via generalized EXIT (GEXIT) functions [55]. For this, some new ideas are required because the straightforward approach leads to the analysis of functions that are neither boolean nor monotonic. It would also be interesting to find boolean functions outside of coding theory where area theorems can be used to pinpoint thresholds.

We can also analyze the case where the rates \( r_n \to 0 \). In Section 4.4, we show that a sequence of Reed-Muller codes (and, in general, any sequence of codes whose permutation groups are doubly transitive) with rates satisfying \( r_n \log(N_n) \to \infty \) is capacity achieving under bit-MAP decoding according to [2, Definition 16]. However, our method does not apply to cases where the rates satisfy \( r_n = N_k^{-t} \) for some \( t \in (0, 1) \). Hence, it would be interesting to extend the proof of Theorem 15 to show that Reed-Muller codes are capacity achieving in this regime. We note that part of this range is already covered by the results in [2].

Finally, the conditions required by Theorem 12 can certainly be relaxed. For example, puncturing a finite number of code bits destroys the double transitivity of the code but does not affect the conclusion of the theorem. Thus, an interesting open problem is “To what extent can the conditions of Theorem 12 be weakened?”

The main results have several natural extensions. Below, we discuss affine invariant codes, BCH codes, F_2-linear codes over q-ary erasure channels, the analysis of the case where the rates of the codes asymptotically go to 0, and finally some algorithmic consequences.

4.1 Affine-Invariant Codes

Consider a code \( C \) of length \( N = 2^n \) and the Galois field \( \mathbb{F}_N \). Let \( \Theta : [N] \to \mathbb{F}_N \) denote a bijection between the code-word positions and the elements of the field. Take a pair \( \beta, \gamma \in \mathbb{F}_N \) with \( \beta \neq 0 \) and define \( \pi_{\beta, \gamma} \in S_N \) such that \( \pi_{\beta, \gamma}(\ell) \triangleq \Theta^{-1}(\beta \Theta(\ell) + \gamma) \).

Note that \( \pi_{\beta, \gamma} \) is well-defined since \( \Theta \) is bijective and \( \beta \neq 0 \), and observe that \( \pi_{\beta_1, \gamma_1} \circ \pi_{\beta_2, \gamma_2} = \pi_{\beta_1 \beta_2, \gamma_1 + \gamma_2} \). As such, the collection of permutations \( \pi_{\beta, \gamma} \) forms a group.

Now, the code \( C \) is called affine-invariant if its permutation group contains the subgroup
\[
\{\pi_{\beta, \gamma} \mid \beta, \gamma \in \mathbb{F}_N, \beta \neq 0\},
\]
for some bijection \( \Theta \) [36, Section 4.7].

Affine-invariant codes are of interest to us because their permutation groups are doubly transitive. To see this, consider distinct \( i, j, k \in [N] \) and choose \( \beta, \gamma \in \mathbb{F}_N \) as
\[
\beta = \Theta(i) - \Theta(k), \quad \gamma = \Theta(i) - \Theta(j).
\]
Then, \( \pi_{\beta, \gamma}(i) = i \) and \( \pi_{\beta, \gamma}(j) = k \). Thus, by Theorem 12, a sequence of affine-invariant codes of increasing block lengths and rates converging to \( r \in (0, 1) \), achieves capacity on the BEC under bit-MAP decoding. Another class of affine-invariant codes, besides Reed-Muller codes, is the family of extended primitive narrow-sense BCH codes [36, Theorem 5.1.9]. The next subsection contains a detailed discussion of BCH codes along with a proof that they are capacity achieving on the BEC both under bit-MAP and block-MAP decoding.

4.2 BCH Codes

Let \( \alpha \) be a primitive element of \( \mathbb{F}_{2^n} \). Recall that a binary BCH code is primitive if its block length is of the form \( 2^n - 1 \), and narrow-sense if the roots of its generator polynomial include consecutive powers of a primitive element starting from \( \alpha \). In this work, we consider only primitive narrow-sense BCH codes and we follow closely the treatment of BCH codes in [36].
For integers $v, n$ with $1 \leq v \leq 2^n - 1$, let $f(n, v)$ be the polynomial of lowest-degree over $F_2$ that has the roots $\alpha, \alpha^2, \ldots, \alpha^v$. Then, $\text{BCH}(v, n)$ is defined to be the binary cyclic code with the generator polynomial $f(n, v)$ and block length $N = 2^n - 1$. This is precisely the primitive narrow-sense BCH code with block length $N$ and designed distance $v + 1$. The dimension $K$ of the code is determined by the degree of the generator polynomial as $K = N - \text{degree}(f(n, v))$ [36, Theorem 4.2.1], and the minimum distance $d_{\min}$ is at least $v + 1$ [36, Theorem 5.1.1]. Furthermore, for any $r \in (0, 1)$, one can choose $v_n \in [N]$ such that

$$N(1 - r) \leq \text{degree}(f(n, v_n)) \leq N(1 - r) + n.$$ 

Thus, the rates of the sequence of codes $\{\text{BCH}(v_n, n)\}$ converge to $r$.

Consider the extended BCH code of length $2^n$, namely $\text{eBCH}(v, n)$, which is formed by adding a single parity bit to the code $\text{BCH}(v, n)$ so that the overall codeword parity is always even [36, Section 5.1]. Thus, by the affine-invariance [36, Theorem 5.1.9], Thus, by the linearity of the code implies that the posterior marginal of symbol $i$ given the observations $\mathcal{Y}_i = y_i$ is $Pr(X_i = x | \mathcal{Y}_i = y_i) = 1/q$. In this case, in order to have $H(X_i | \mathcal{Y}_i = y_i) = 1 - 1/q$, we scale the logarithm in the entropy function to base $q$.

As a result, the sharp threshold framework for symmetric monotone boolean functions can be applied without change.

The concept of affine-invariance also extends naturally to $F_q$-linear codes of length $q^n$ over the Galois field $F_q$. Similarly, affine-invariance implies that the permutation group is doubly transitive. Thus, sequences of affine-invariant $F_q$-linear codes of increasing length, whose rates converge to $r \in (0, 1)$, achieve capacity on the $q$-ary erasure channel under symbol-MAP decoding. The results for the block-MAP decoder also extend without change. Thus, one finds that generalized Reed-Muller codes [20] and extended primitive narrow-sense BCH codes over $F_q$ achieve capacity on the $q$-ary erasure channel under block-MAP decoding.

### 4.4 Rates Converging to Zero

Consider a sequence of Reed-Muller codes $\{\text{RM}(v_n, n)\}$ where the rates $r_n \to 0$ sufficiently fast. A key result of [2] is that Reed-Muller codes are capacity-achieving in this scenario. That is, for any $0 > \delta$, 

$$P_B^{(n)}(p_n) \to 0,$$ 

for any $0 \leq p_n < 1 - (1 + \delta)r_n$. 

Looking closely at [2, Corollary 44], we see that the rates must decay as $r_n = O(N_n^{-\kappa})$ for some $\kappa > 0$.

Let’s analyze the bit erasure probability using our method. From the proof of Theorem 12, it is possible to deduce that $P_B^{(n)}(p_n) \to 0$ if we choose $\varepsilon_n = o(1)$ such that $\log(1/\varepsilon_n) = o(\log(N_n))$. In addition, the following lower bound on $p_{\text{en}}$ holds

$$P_{\text{en}}^{(a)} \geq 1 - \frac{r_n}{1 - \varepsilon_n} - (p_{1-\varepsilon_n} - p_{\varepsilon_n})$$

$$P_{\text{en}}^{(b)} \geq 1 - \frac{r_n}{1 - \varepsilon_n} - \frac{2}{C} \frac{1}{\log(N_n - 1)} \equiv 1 - (1 + \delta_n)r_n,$$

where (a) comes from (10) in Appendix A.1, (b) comes from (7) in the proof of Theorem 12, and in (c) we set

$$\delta_n = \frac{\varepsilon_n}{1 - \varepsilon_n} - \frac{2}{C} \frac{1}{\log(N_n - 1)}.$$

Therefore, we have

$$P_B^{(n)}(p_n) \to 0,$$ 

for any $0 \leq p_n < 1 - (1 + \delta_n)r_n$.

In order to obtain a capacity-achieving result under bit-MAP decoding, we require that $\delta_n \to 0$. This can be guaranteed by taking $r_n \log(N_n) \to \infty$. Indeed, under this condition, we can choose $\varepsilon_n = 1/\log(r_n \log(N_n))$ so that

$$\varepsilon_n \to 0, \quad \frac{\log(1/\varepsilon_n)}{r_n \log(N_n - 1)} \to 0, \quad \delta_n \to 0.$$
In conclusion, in order to have a capacity-achieving sequence of Reed-Muller codes with rates $r_n \to 0$, our method requires $r_n \log(N_m) \to 0$ while the results in [2, Corollary 44] require $r_n = O(N_m^{1/k})$ for some $k > 0$. Thus, the results in the two papers apply to two asymptotic rate regimes that are non-overlapping.

4.5 Algorithmic Consequences

One attraction of Reed-Muller codes is the availability of efficient decoding algorithms [25, 26, 28, 63, 66], at least in the low-rate regime.

Our results for the erasure channel also have implications for the decoding of Reed-Muller codes over the binary symmetric channel. In particular, [2, Theorem 8] shows that an error pattern can be corrected by RM($n - (2t + 2), n$) under block-MAP decoding whenever an erasure pattern with the same support can be corrected by RM($n - (t + 1), n$) under block-MAP decoding. Using the algorithm in [63], these error patterns can even be corrected efficiently. Combined with our results for the BEC, [63, Corollary 14] shows that there exists a deterministic algorithm that runs in time at most $n^4$ and is able to correct $(1/2 - o(1))2^n$ random errors in RM($n, o(\sqrt{n})$) with probability $1 - o(1)$.
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**APPENDIX**

**A. PROOFS**

**A.1 Proof of Proposition 11**

S1 $\implies$ S2: By hypothesis, $P_{b}(n)(p) \to 0$ for $0 \leq p < 1 - r$.

As $P_{b}(p) = ph(p)$ from (2), and $h(n)(0) = 0$, we have for $0 \leq p < 1 - r$, 

$$
\lim_{n \to \infty} h(n)(p) = 0.
$$

Now, let us focus on the limit of $h(n)(p)$ for $1 - r < p \leq 1$.

Fix $q \in (1 - r, [1, 1])$ and $\varepsilon > 0$. Choose $n_0$ large enough so that, for all $n > n_0$, we have $r_n > r - \varepsilon$ and $h(n)(1 - r - \varepsilon) \leq \varepsilon$. Such an $n_0$ exists because $r_n \to r$ and $h(n)(p) \to 0$ for $0 < p < 1 - r$. Since the function $h(n)$ is increasing for all $n$, Proposition 1 implies that for all $n > n_0$,

$$
r_{n} - \varepsilon < r < n = \int_{0}^{1} h(n)(p)dp = \int_{0}^{1 - r - \varepsilon} h(n)(p)dp + \int_{1 - r - \varepsilon}^{q} h(n)(p)dp + \int_{q}^{1} h(n)(p)dp
$$

$$
\leq (1 - r - \varepsilon) + (q - (1 - r + \varepsilon))h(n)(q) + (1 - q).
$$

This implies that

$$
h(n)(q) \geq q - (1 - r) - \varepsilon(2 - r - \varepsilon) \geq 1 - \frac{3\varepsilon}{q - (1 - r)}.
$$

As such, $\lim_{n \to \infty} h(n)(q) = 1$, for any $1 - r < q \leq 1$.

S2 $\implies$ S3: Since $P_{b}(n) - P_{e}(n)$ is the width of the interval over which $h(n)$ transitions from $0$ to $1$, this follows immediately from S2.

S3 $\implies$ S1: It suffices to show that for any $q < 1 - r$ and $\varepsilon > 0$, $P_{b}(n) \geq q$ for large enough $n$. This shows that $P_{b}(n)(q) = qh(n)(q) \leq h(n)(q) \leq h(n)(P_{e}(n)) = \varepsilon$ for large enough $n$, as desired.

Fix $q < 1 - r$ and choose $\varepsilon > 0$ such that

$$
\frac{1 - r - 2\varepsilon}{1 - \varepsilon} - \varepsilon \geq q.
$$

From the hypothesis, let $n_0$ be such that, for all $n > n_0$, $P_{b}(n) \leq \varepsilon$, and $r_n \leq r + \varepsilon$. Then, from Proposition 1, we have

$$
r_{n} = \int_{0}^{1} h(n)(\alpha)d\alpha \geq \int_{P_{b}(n)}^{1} h(n)(\alpha)d\alpha \geq (1 - P_{b}(n))(1 - \varepsilon),
$$

which implies

$$
P_{1 - \varepsilon}(n) \geq \frac{1 - r_{n} - \varepsilon}{1 - \varepsilon}.
$$

(10)

Thus, for $n > n_0$,

$$
P_{b}(n) \geq P_{1 - \varepsilon}(n) - P_{e}(n) = \frac{1 - r_{n} - \varepsilon}{1 - \varepsilon} - \varepsilon
$$

$$
\geq \frac{1 - r - 2\varepsilon}{1 - \varepsilon} - \varepsilon \geq q.
$$

by the choice of $\varepsilon$, which gives the desired result.

**A.2 Proof of Theorem 13**

Define $g(p) = \log \frac{h(n)(p)}{1 - h(n)(p)}$ and observe that for $a_n < p < b_n$, we have

$$
\frac{dg(p)}{dp} = \frac{1}{h(n)(p)(1 - h(n)(p))} \frac{dh(n)(p)}{dp} \geq g(w_n \log(N_n), (11)
$$
where the lower bound comes from the hypothesis.

Let $p^{(n)}_{\ell}$ be the inverse of $h^{(n)}$ as in (4) and fix $\varepsilon \in (0, 1/2]$. Assume that $a_n < p^{(n)}_\ell \leq p^{(n)}_{1-\varepsilon} = b_n$. Then, by definition of $g(p)$,

$$\int_{p^{(n)}_\ell}^{p^{(n)}_{1-\varepsilon}} \frac{dg(p)}{dp} dp = \log \frac{1 - \varepsilon}{\varepsilon} - \log \frac{\varepsilon}{1 - \varepsilon} = 2 \log \frac{1 - \varepsilon}{\varepsilon}.$$ 

Also, from (11), we have

$$\int_{p^{(n)}_\ell}^{p^{(n)}_{1-\varepsilon}} \frac{dg(p)}{dp} dp \geq \int_{p^{(n)}_\ell}^{p^{(n)}_{1-\varepsilon}} w_n \log(N_n) dp$$

$$= w_n \log(N_n) (p^{(n)}_{1-\varepsilon} - p^{(n)}_\ell),$$

which implies

$$p^{(n)}_{1-\varepsilon} - p^{(n)}_\ell \leq \frac{2 \log \frac{1 - \varepsilon}{\varepsilon}}{w_n \log(N_n)}.$$ 

When $p^{(n)}_{1-\varepsilon}$ and $p^{(n)}_\ell$ do not lie between $a_n$ and $b_n$, by considering different cases, it is straightforward to show that

$$p^{(n)}_{1-\varepsilon} - p^{(n)}_\ell \leq a_n + (1 - b_n) + \frac{2 \log \frac{1 - \varepsilon}{\varepsilon}}{w_n \log(N_n)}.$$ 

Since $a_n \to 0$, $1 - b_n \to 0$, and $w_n \log(N_n) \to \infty$ from the hypothesis, we have $p^{(n)}_{1-\varepsilon} - p^{(n)}_\ell \to 0$. Using this fact, from statement S2 of Proposition 11, we see that

$$p^{(n)}_{1/2} \to 1 - r.$$ 

Now, choose $\varepsilon_n = 1/N_n^2$ and observe that

$$p^{(n)}_{1-\varepsilon_n} - p^{(n)}_\ell \leq a_n + (1 - b_n) + \frac{1}{w_n \log(N_n)} \cdot 2 \log \frac{1 - \varepsilon_n}{\varepsilon_n}$$

$$\leq a_n + (1 - b_n) + \frac{1}{w_n \log(N_n)} \cdot 4 \log(N_n)$$

$$= a_n + (1 - b_n) + \frac{4}{w_n},$$

which implies

$$p^{(n)}_{1-\varepsilon_n} - p^{(n)}_\ell \to 0.$$ 

By combining (12), (13), and the fact that $p^{(n)}_\ell \leq p^{(n)}_{1/2} \leq p^{(n)}_{1-\varepsilon_n}$, one obtains $p^{(n)}_\ell \to 1 - r$. Hence, for any $p \in [0, 1 - r]$ and for $n$ large enough, we conclude

$$P_B^{(n)}(p) \leq N_n \cdot P_B^{(n)}(p)$$

$$\leq N_n \cdot P_B^{(n)}(p^{(n)}_\ell)$$

$$= N_n \cdot P_B^{(n)}(h^{(n)}(p^{(n)}_\ell))$$

$$\leq N_n \cdot h^{(n)}(p^{(n)}_\ell) = N_n \cdot \varepsilon_n = \frac{1}{N_n} \to 0,$$

which implies that $\{C_n\}$ is capacity achieving on the BEC under block-MAP decoding.

A.3 Proof of Lemma 14

Take any distinct $i, j, k \in [N]$. In order to prove that $G$ is doubly transitive, we will produce a $\pi \in G$ such that $\pi(i) = i$ and $\pi(j) = k$.

It is well known that for any vector space with two ordered bases $(u_1, \ldots, u_n)$ and $(u'_1, \ldots, u'_n)$, there exists an invertible $n \times n$ matrix $T$ such that $y_i = T u'_i$ for all $i \in [n]$.

Recall that the elements of the vector space $\{0, 1\}^n$ are enumerated by $\varepsilon_1, \ldots, \varepsilon_N$, where the bit $i$ of a codeword is given by $f(\varepsilon_i)$ for some $f \in P(n,v)$. Note that, since $i, j, k$ are distinct, $\varepsilon_i - \varepsilon_j \neq 0$ and $\varepsilon_i - \varepsilon_k \neq 0$. Therefore, there exists an invertible $n \times n$ binary matrix $T$ such that $T(\varepsilon_j - \varepsilon_i) = \varepsilon_k - \varepsilon_i$. Now, we construct $\pi : [N] \to [N]$ by defining $\pi(\ell)$ as the unique $\ell'$ such that

$$\varepsilon_{\ell'} = T(\varepsilon_\ell - \varepsilon_i) + \varepsilon_i.$$ 

Since $T$ is invertible, it follows that $\pi \in S_N$. Also, by construction, $\pi(i) = i$ and $\pi(j) = k$.

It remains to show that $\pi \in \mathcal{G}$. Consider a codeword in $RM(v, n)$ given by $f \in P(n,v)$. It suffices to produce a $g \in P(n,v)$ such that $g(\varepsilon_{\pi(\ell)}) = f(\varepsilon_\ell)$ for all $\ell \in [N]$. Let $g(x_1, \ldots, x_n) = f(T^{-1} [x_1, \ldots, x_n]^T - T^{-1} \varepsilon_i + \varepsilon_i)$. Then, degree($f$) = degree($g$), and $g(\varepsilon_{\pi(\ell)}) = f(\varepsilon_\ell)$ for all $\ell \in [N]$. Therefore, $g \in P(n,v)$ and $\pi \in \mathcal{G}$.

A.4 Proof of Lemma 16

Note that the elements of the vector space $\{0, 1\}^n$ are enumerated by $\varepsilon_1, \ldots, \varepsilon_N$, where $\varepsilon_N = 0$ and the bit $i$ of a codeword is given by $f(\varepsilon_i)$ for some $f \in P(n,v)$.

Given $T \in GL(n, F_2)$, we construct $\pi_T \in S_{N-1}$ by defining $\pi_T(\ell)$ as the unique $\ell'$ such that

$$\varepsilon_{\ell'} = T \varepsilon_\ell, \quad \text{for } \ell \in [N - 1].$$

Since $T$ is invertible, above, $\ell' \neq N$ and $\pi_T$ is well-defined. Moreover, it is easy to check that $\pi_T \circ \pi_{T'} = \pi_{T \circ T'}$ for $T_1, T_2 \in GL(n, F_2)$. As such, the collection of permutations

$$\mathcal{H} = \{\pi_T \in S_{N-1} \mid T \in GL(n, F_2)\}$$

forms a subgroup of $S_{N-1}$ isomorphic to $GL(n, F_2)$. Also, for $i, j \in [N - 1]$, there exists $T \in GL(n, F_2)$ such that $\varepsilon_j = T \varepsilon_i$. Consequently, there exists $\pi_T \in \mathcal{H}$ such that $\pi_T(i) = j$ and, therefore, $\mathcal{H}$ is transitive. Below, we show that $\mathcal{H} \subseteq \mathcal{G}_N$.

For this, associate $\pi_T \in \mathcal{H}$ with $\pi_T \in S_N$ where

$$\pi_T(\ell) = \pi_T(\ell') \quad \text{for } \ell \in [N - 1], \quad \pi_T(N) = N.$$ 

Also, it is easy to show that $\pi_T \in \mathcal{G}_N$ if $\pi_T \in \mathcal{G}$, the permutation group of $RM(v, n)$. To see that $\pi_T \in \mathcal{G}$, consider a codeword given by $f \in P(n,v)$. It suffices to produce a $g \in P(n,v)$, where $g(\varepsilon_{\pi_T(\ell)}) = f(\varepsilon_\ell)$ for $\ell \in [N]$. The desired $g$ is given by

$$g(x_1, \ldots, x_n) = f(T^{-1} [x_1, \ldots, x_n]^T),$$

by observing that degree($g$) = degree($f$) and $g(\varepsilon_N) = f(T^{-1} 0^n) = f(\varepsilon_N)$. 

\]