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A Simplified Model

Correlated Sources

Source 1 → Encoder 1 → Channel 1 → Decoder

Source 2 → Encoder 2 → Channel 2

Each source is characterized by a single parameter, not known at the transmitter.

Each code has rate $R$. 

$x_1$ and $y_1$ are outputs of Channel 1.

$x_2$ and $y_2$ are outputs of Channel 2.
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Slepian-Wolf Conditions

\[ \frac{C_2(\alpha_2)}{R_2} \geq H(U_2|U_1) \]

\[ \frac{C_1(\alpha_1)}{R_1} + \frac{C_2(\alpha_2)}{R_2} \geq H(U_1, U_2) \]

\[ \frac{C_1(\alpha_1)}{R_1} \geq H(U_1|U_2) \]

illustrated for the BEC case where \( C(\alpha) = 1 - \alpha \)
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symmetric channel condition

achievable channel parameter region (ACPR) of a code optimized for the symmetric channel condition
Slepian-Wolf Conditions

what if the channel condition happened to be different?
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the performance is bad.
Slepian-Wolf Conditions

\[1 \! - \! H(U_2 | U_1) R_2 \]
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need convergence on the dominant face
Slepian-Wolf Conditions

universal codes

ACPR = full SW region
random codes with ML decoding are universal.
what about LDPC codes with iterative decoding?
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- Prior Work
  - Optimized LT codes are not universal [YPN09]
  - carefully designed turbo codes have large ACPRs [AFMFR09]
  - systematic LDPC codes perform poorly [MFAFR10]

- Summary of this work
  - systematic codes ⇒ correlated codes ⇒ suboptimal
  - optimized non-systematic LDPC codes have large ACPRs
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$$a_{\ell+1} = \left[ \gamma f(L(\rho(b_\ell))) + (1 - \gamma) a_{BMSC} \right] \odot \lambda(\rho(a_\ell))$$
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\[ \Gamma_{\lambda, \rho}(\alpha_1, \alpha_2) - \text{residual error probability} \]
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code rate = 0.330

block length = $10^5$
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